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Executive summary

The digital landscape 
in which we access, 
process, share, create and 
communicate information 
continuously evolves,  
as do the skills we need  
to interact within these 
digital environments  
to achieve our goals.

The rise of generative AI (GenAI) introduces even 
greater changes to how we research, synthesize and 
communicate information in digital contexts. GenAI is a 
type of AI that uses generative models trained on vast 
amounts of data that specialize in generating different 
types of content, including images, code or text. When 
powered by large language models (LLMs) specifically 
trained on text data, GenAI models can generate 
content based on natural language input.

A new understanding of the essential skills required to 
be literate in digital environments that involve using and 
interacting with AI systems is needed. This is especially 
challenging, as the changing nature of AI creates a 
moving target.

• In a time of rapid technological change, utilizing 
technology requires evolving understandings  
and practices. 

• Thus, we must understand how to assess these 
evolving competencies. Many emerging “AI 
literacy” frameworks attempt to define what 
learners should know and do while engaging with 
AI technologies.  

• Such frameworks generally extend traditional 
concepts of digital literacies to contexts involving 
AI by articulating the types of knowledge, skills 
and other attributes learners need to define, 
access, evaluate, manage, integrate and create 
informational content using AI systems in  
these contexts.

To understand digital and AI literacies, we must assess 
not only the end product(s) that reflect one’s ability 
to use AI to gather, organize, critically evaluate and 
express information, but also the processes used to 
achieve those ends, including: 

• Knowing how to use AI technologies effectively to 
solve problems (such as engaging with and refining 
prompts over time within threads of conversation) 
and communicate ideas; Recognizing the use of 
AI in digital environments and understanding that 
AI responses may be inaccurate; Knowing how to 
evaluate and verify information produced with  
AI tools.  

• AI ethics should also be assessed: the ability to 
understand and reason about factors impacting 
the access and use of information such as biases, 
privacy, and data ownership.

The digital divide (unequal access to technology) must 
be considered when assessing digital and AI literacies, 
along with variations in the cultural norms and values 
reflected in the assessment, particularly in large-scale 
international contexts. 

Assessment and teaching of digital and AI literacies 
are a matter of equity. What people know and can do 
affects how vulnerable they are to unethical uses  
of technologies. 
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Opportunities and 
Challenges for Assessing 
Digital and AI Literacies
In nearly all facets of daily life, we increasingly face 
challenges posed by a continuously evolving digital 
media landscape that introduces and affords new 
ways of accessing, processing, sharing, creating and 
communicating information to achieve our goals. 

Ongoing and emerging advances in artificial 
intelligence (AI) technologies have further complicated 
and disrupted our interactions with digital media, 
transforming and enhancing those interactions in  
ways that continually evolve as technological 
development proceeds.1

These ever-evolving contexts, tools and applications 
introduce opportunities and challenges for how we 
conceptualize — and how we assess — important 
constructs such as digital literacies as they are 
reflected in contemporary use of these emerging 
technologies.2 Widespread public use of AI has great 
potential to introduce changes to how we enact digital 
literacies, including how we conduct inquiry, how we 
synthesize information and how we communicate  
our ideas. 

Digital assessments must also evolve to reflect 
these realities, to understand and support claims 
about individuals’ proficiency with such evolving 
competencies, as well as their preparedness for 
participation in 21st century life, including informed 
citizenship and productive employment in this  
AI-enabled future.

In this report, we address the question of how to 
conceptualize and assess these crucial digital and 
AI literacies — especially in the context of recent 
advances in generative AI — and the potential risks  
and consequences of such assessment. 

Our aim is to provide readers with guidance to inform 
the design of scenarios and tasks that can be used to 
assess digital literacies in contexts that meaningfully 
incorporate the use of AI tools.

We hope this guidance will enable both assessment 
developers and users of assessment scores to make 
claims and draw inferences about learners’ proficiency 
with ethical and appropriate use of AI-enabled 
technologies in the service of completing information-
based digital literacies tasks.

The structure of this report is as follows:

• Section 1 discusses how to conceptualize these 
important AI literacies within the larger context of 
digital literacies and as the next evolutionary step in 
the development of literacies more generally.

• Section 2 discusses new affordances and 
challenges of AI for assessing digital literacies  
and provides an illustrative example in the context 
of a web-based inquiry scenario that incorporates 
such technologies. 

• Section 3 provides recommendations for 
assessment development, including principled 
design approaches and contextual considerations, 
using the scenario in Section 2 to provide concrete 
examples where appropriate.

• Section 4 discusses some of the risks and 
consequences of creating and administering  
such digital and AI literacies assessments at a 
global scale. 

• Section 5 offers some key conclusions.
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SECTION 01.

Conceptualizing digital 
and AI literacies
Digital literacies have historically been broadly  
defined, reflecting the wide range of knowledge, 
skills and other attributes (KSAs) that can be deployed 
while completing information-based tasks in digital 
environments. Gilster first coined the term “digital 
literacy” in 1997 and focused on the multimodal  
nature of digital media and how the emergence of  
the Internet required new skills for searching and  
retrieving information.3 

By using the term “digital literacies,” we emphasize 
the multidimensional, complex and diverse nature 
of digital literacies practices4 and the “tightly 
intertwined,” “interdependent” and “integrated” 
nature of the meaning-making processes involved 
in accessing, reading, writing, navigating, creating 
and communicating digital content when working 

with digital texts, tools, technologies, interfaces and 
networks.5 This perspective emphasizes both the 
new forms of literacies afforded by emerging digital 
technologies and the inherently social, contextual and 
cultural aspects of these digital literacies practices 
within digital spaces.6 

Recent accounts of digital literacies from a 21st 
century skills perspective are consistent with these 
perspectives in emphasizing that successfully 
accessing, navigating and using digital information 
requires both foundational communication, critical 
thinking, problem-solving, collaboration, creativity, 
information management and technical competencies, 
as well as contextual skills focused on ethical and 
cultural awareness, flexibility, self-direction and  
lifelong learning.7
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THE EVOLUTION  
OF SKILLS NEEDED  
TO ACCESS,  SYNTHESIZE  
AND SHARE INFORMATION

Pre-
1990s
Traditional Literacies

Skills needed to understand 
and communicate, including 
reading and writing
 
Prior to the advent of the 
Internet, information was 
disseminated via printed texts, 
books, reports and journals.

1990s
Digital Literacies

Skills required to access, 
manage and evaluate  
digital information
  
Information began to be 
stored, shared and accessed 
via the Internet and emerging 
web search tools.

2020s
Al Literacies

Skills required for accessing, 
managing and creating 
information via AI
 
Enabled by AI, accessing  
and generating information  
is much faster but may be  
less reliable.

Digital literacies have been widely assessed. In previous 
work, ETS researchers developed a comprehensive 
operational definition for assessment purposes based 
on syntheses of frameworks and existing assessments 
used in K-12 and higher education contexts.8 

Digital information literacy was defined as “the ability 
to function in a knowledge society through the 
appropriate use of information and communication 
technology to solve information problems, including the 
ability to research, organize and synthesize information 
through digital technology and having a fundamental 
understanding of the ethical/legal issues surrounding 
the use of such information.”9 

This framework identified six key competencies  
to be assessed, including defining, accessing, 
evaluating, managing, integrating and creating 
information, highlighting the multifaceted nature of 
digital literacies and the important role of inquiry, 
critical thinking and information-based problem-
solving within this larger construct.10 

This framework also emphasized the process-driven 
nature of digital literacies tasks and recommended use 
of digital performance-based assessments to measure 
these competencies. Such digital assessments enable 
assessment developers to go beyond knowledge 
and skills to measure the processes of using digital 
technologies, in addition to the products of such use, 
and to incorporate evidence  of those processes into 
scoring and reporting.

Emerging work by ETS researchers has revisited the 
construct of digital literacies with greater emphasis on 
ethical and socially responsible use of technologies. 
This work defined digital literacies as “a set of 
knowledge, skills and attitudes necessary to use digital 
technologies and tools productively and responsibly 
across social, academic and professional settings.”11
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This perspective frames digital literacies as a highly 
contextualized set of competencies that are situated 
and enacted within specific settings, tasks and 
sociocultural contexts.

Relevant competencies include the ability to access, 
manage, and understand digital information, to 
communicate and collaborate via digital technologies, 
to create digital content and to engage constructively 
and responsibly in digital environments. The contexts 
in which these competencies are applied shape both 
how this complex construct is conceptualized (e.g., 
in educational and assessment frameworks) and how 
individuals make meaning, engage in critical evaluation, 
and create information products in continually shifting, 
dynamic digital media environments that often require 
integration of different modalities (e.g., audio, video, 
text), asynchronous and synchronous communication 
and interactivity (i.e., offline vs. real-time), multitasking 
(i.e., task switching), critical evaluation and synthesis of 
information from multiple sources of varied quality and 
other emerging complexities.12 

This perspective acknowledges that digital  
literacies are inseparable from the social, cultural  
and technological contexts of their use, and therefore, 
conceptions of digital literacies must also continually 
evolve to keep pace with these rapidly  
evolving contexts.13

While competencies reflecting digital literacies 
remain important targets for assessment, emerging 
and rapid advancements in AI — especially GenAI — 
may have implications for how those competencies 
are understood and applied in practice when 
interacting with AI-enabled tools. Next, we describe 
how to conceptualize these advancements and their 
implications for digital literacies.

Implications of AI for digital literacies 

The Organisation for Economic Co-operation and 
Development (OECD) defines an AI system as “a 
machine-based system that, for explicit or implicit 
objectives, infers, from the input it receives, how 
to generate outputs such as predictions, content, 
recommendations or decisions that can influence 
physical or virtual environments.”14 This definition is 
broad and encompasses several different types of 
AI systems, including machine learning (ML). ML is a 
branch of AI that uses computational algorithms to 
learn from experience and improve its analyses.15

These algorithms process large datasets to recognize 
patterns, enabling the machine to make autonomous 
decisions or recommendations and refine its 
predictions through iterations. 

There are various types of ML algorithms. GenAI is a 
form of ML that uses generative models trained on 
vast amounts of data and specializes in generating 
content, including images, video, music and code. 
Large language models (LLMs) are specifically trained 
on text data and can perform both generative tasks, 
such as summarizing text and answering questions, 
and nongenerative tasks, such as classification of text 
into various categories. When powered by LLMs, GenAI 
models can create content based on natural language 
input. Thus, GenAI and LLMs are examples of ML 
approaches within the larger space of AI systems (see 
Figure 1).

There is growing awareness that AI systems  
have and will continue to have consequences 
for teaching, learning and assessment in formal 
educational settings such as K-12 schools as well  
as colleges and universities.

Figure 1. A visual representation of the relationships 
among the AI-related terms used in this report. 
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The U.S. Department of Education recognizes  
that such technologies have great potential to 
advance educational goals, yet stress the need for 
users to critically evaluate and limit uses of such 
technologies, particularly considering their rapid pace 
of development.16 The speed of such advancements 
— and the technical knowledge required to engage 
with AI technologies critically and responsibly — also 
raises the challenge of how to identify and assess what 
learners should know and be able to do with respect to 
such technologies.

For example, a 2023 Pew survey of U.S. adults found 
that only 30% of respondents demonstrated high 
awareness of the influence of AI in commonly used 
digital tools.17 

Respondents with higher educational attainment 
and income tended to report greater awareness of 
the influence of AI, illustrating possible disparities in 
access, use or understanding of AI and  
its consequences.

In contrast, many children today may already have 
some awareness of AI’s influence on their daily lives. 
One study found that 5th and 6th grade students 
already hold naïve concepts about AI.18 Despite such 
preconceptions, at present, efforts to systematically 
identify and assess the most important competencies 
related to digital literacies and AI technologies learners 
need to thrive in education and careers are limited.

Efforts to identify critical competencies related to  
the use of digital media and AI technologies are not 
only necessary to inform assessment development 
but are also essential in preparing learners for future 
success through relevant, practical instruction and 
career preparation. There is growing recognition that 
AI technologies have disrupted, and will continue to 
disrupt, the workforce.

19

 Certain occupations may be 
particularly susceptible to automation driven by AI.

20

Individuals who can develop the necessary 
foundational digital competencies and effectively use 
these competencies to navigate the future of work — 
that is, using AI synergistically and in complement to 
human reasoning and decision-making — are likely 
to increase the durability of their skills in a potentially 
volatile workforce.21 This view also emphasizes the 
need to define concrete and attainable competencies 
that can help people utilize AI to achieve their goals.

Given the ubiquity of 
AI technologies in daily 
activities and the projected 
impact on future career 
opportunities, it is imperative 
for education to define the 
critical competencies and 
related assessment strategies. 

Such efforts could help to identify gaps in learners’ 
knowledge and skills and ultimately provide support  
for them to engage critically and responsibly with 
digital technologies that use AI.22 Many emerging 
frameworks attempt to define what learners should 
know and do while engaging with AI, often under the 
heading of “AI literacy.”23 

Such frameworks generally extend traditional 
concepts of digital literacies to contexts involving AI by 
articulating the KSAs learners need to define, access, 
evaluate, manage, integrate and create informational 
content using AI tools in the context of these digital 
literacies processes and practices.24 

These frameworks differ somewhat in emphasis 
depending on their purpose, target population and 
domain of study, with some emphasizing technical 
knowledge and skills needed to build AI models25 and 
others emphasizing the sociotechnical and ethical 
implications of AI within educational systems.26

Common themes among such frameworks that 
may serve as useful targets for assessment include 
accessing, managing and evaluating information; 
creating, sharing and communicating with digital 
content and secure and ethical use of information. 
A recent systematic literature review identified six 
broad constructs of focus for AI literacy: know and 
understand, use and apply, evaluate, navigate ethically, 
recognize and create.27  

Given our goal to situate AI literacy within the larger 
context of digital literacies, we focus the remainder 
of our discussion on four broad constructs (defined 
in Table 1) most relevant to digital literacies. These 
constructs capture AI literacy skills important to 
nontechnical users.
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TABLE 1 .  AI literacy constructs28

AI Literacy Construct Description

Recognize and 
understand

The ability to identify the presence and role of AI in various digital tools and 
contexts. This includes an awareness or understanding of how AI can influence 
how information is presented and transmitted. 

Use and apply
This construct involves the practical skills required to interact effectively with AI 
technologies and apply them to solve problems, create content, communicate 
and collaborate. 

Evaluate
Evaluation skills involve critically assessing AI technology. This includes both 
evaluating the reliability and accuracy of the outputs of AI systems and the 
suitability for these systems use for specific tasks.   

Navigate ethically
This construct focuses broadly on understanding the ethical implications of AI 
technologies and their applications and demonstrating ethical access and use 
of digital information.  

AI literacies: Evolution, not revolution 

Conceptualizations of AI literacies in digital 
environments can be considered within broader 
historical developments in how we conceptualize 
literacies. How do these emerging AI literacies affect 
our understanding of what it means to be “literate” in 
the 21st century? In some regards, the emergence of AI 
is the next chapter in a long history of how reading and 
writing have developed with changes in technology. 

In the course of human history, the use of oral language 
preceded the widespread use of print literacy. Print 
literacy involves the processes of decoding and 
comprehension29 as well as the cognitive resources to 
seek and acquire new information from print sources. 

In more recent decades within the so-called 
“information age,”30 the construct of digital literacy 
emerged to encompass various literacies within the 
context of digitally mediated environments, such as 
online reading/writing, web searching, use of news 
media, interacting on social media and so on. 

However, advances in AI, including GenAI and LLMs, 
are redefining not only what it means to be literate, 
but are also changing the nature of the texts and 
information sources to be created, used and evaluated. 
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As information technologies 
continue to evolve in light  
of advances in AI, so too  
do the key literacies  
required for engaging with 
and using information. 

For example, there appears to be a potential shift from 
understanding, using and creating long, cohesive, 
static and reliable single sources, to short, often 
contradictory, dynamic, interactive and multiple 
questionable sources. These trends can be seen in 
the development of literacy technologies from books, 
through the World Wide Web and to today’s GenAI.

These changes bring about considerable disruptions. 
For example, some have argued that knowledge 
retention (i.e., memory and recall) likely mattered 
considerably more when synchronous spoken 
exchanges were a primary means of receiving 
and expressing ideas.31 Innovations in information 
technology reduced many barriers related to seeking 
and accessing new information and thus enabled 
exposure to vast quantities of information, in multiple 
modalities, from a wider range of sources.32 Overall, 
however, the required literacy competencies seem 
to have become more sophisticated — from recall to 
sense-making to synthesis and critical evaluation. This 
increase in complexity entails increasingly complex 
literacy assessments.33 

Recent advances in AI appear to be driving further 
evolution. Though previous information technologies 
had largely solved the problem of information transfer, 
creating coherent content (such as in the form of 
written text) was still a time-consuming process.  
In particular, the advent of GenAI has now made 
content creation (including creation of text, images 
and videos) a relatively easy process, assuming an 
individual has the basic skills necessary to craft an 
appropriate prompt.

However, given the ease and widespread use of this 
content creation, there remains a need to prepare 
individuals to identify accurate and reliable content 
and to use the tools to generate content in ways that 
do not compromise the individual’s potential to make 
responsible and autonomous decisions. 

Given the relative novelty of GenAI as a tool for public 
use, there is pressing demand to identify and evaluate 
its affordances and what potentially new or emerging 
KSAs are required for individuals to thrive in  
these contexts.

To identify the literacy skills necessary to thrive in the 
present era, it may be helpful to consider the role of 
traditional reading and writing skills for academic and 
career success. Traditional literacy skills have been 
critical in enabling individuals to process information 
quickly and easily. Efficiency of comprehension 
ensures that an individual can process larger amounts 
of more complex content. The ability to comprehend 
text also depends on certain foundational skills such 
as decoding, reading fluency, vocabulary, linguistic 
knowledge and having sufficient prior  
content knowledge.34

Similar issues arise with writing; for example, fluency 
enables the higher level thinking that is required 
when individuals seek to integrate and express 
information from a variety of sources through synthesis. 
Foundational reading and writing skills are further 
critical to enable individuals to apply self-regulated 
processes such as reviewing, reflecting, planning, 
revising, rethinking and reworking, that enable them to 
understand and elaborate on ideas gleaned through 
text or other information sources.35 

Yet while the need for strong literacy skills is widely 
recognized, many adult learners still struggle with basic 
aspects such as decoding, fluency and simple reading 
comprehension (e.g., locate information, extract main 
ideas, draw minor inferences).36 Such skills are even 
more important when the accuracy of information also 
must be critically evaluated, synthesized and expressed 
for specific purposes because it is difficult to apply 
these higher level skills if the basic message is not 
decoded, and subsequently, comprehended. 

Literacies related to information-seeking, 
comprehension and written communication are likely 
already being affected by the widespread use of LLMs.
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The use of LLMs appears to have 
created new affordances, each 
with a unique set of associated 
opportunities and challenges.

First, LLMs have led to further proliferation of 
information, and consequently, a greater imperative 
for knowing how to evaluate and synthesize such 
vast amounts of information.37 Consider that the 
outputs of AI often seem very plausible for less 
knowledgeable readers, when in fact, they may be false 
or totally fabricated, a phenomenon referred to as a 
“hallucination.”38 These plausible yet erroneous outputs 
could potentially exacerbate the spread of mis- and 
disinformation and cause harm.39 

Second, LLMs have considerably reduced barriers 
and levels of requisite skills needed to synthesize and 
create seemingly coherent content.40 

Third, LLMs have led to an increase in the possibilities 
for the frequency, quality and types of interactivity,41 
which may potentially benefit learners in terms of 
promoting engagement, but cause harm in instances 
where false or misleading information is spread or 
reinforced via such exchanges.

Given that GenAI provides such affordances, there 
is tension between what skills an individual needs to 
acquire (e.g., to develop deep understanding, to have 
agency and control, etc.) and what digital literacies 
tasks they may want to accomplish with relative ease 
with the aid of AI tools. 

Assessing specific digital and AI literacies 
competencies is crucial to document, understand 
and support the development of relevant KSAs. 
Assessment of digital and AI literacies can provide 
educators and policymakers with information about 
whether learners are prepared to use AI in productive, 
meaningful ways. Such assessment must be done 
with an eye toward the larger question that should be 
pursued — how can individuals be enabled to gather, 
organize, critically evaluate and express information for 
themselves with support of AI-enabled technologies?
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SECTION 02.

Affordances and 
challenges of assessing 
digital and AI literacies

Assessments of digital literacies have frequently 
utilized simulated web environments to create realistic 
contexts where individuals can demonstrate their 
digital literacy skills.42 These assessments typically 
involve complex information-based tasks such as 
searching for specific information or preparing a 
presentation, requiring participants to navigate and 
utilize simulated digital tools effectively in the context 
of conducting an inquiry. 

From a digital literacies perspective, such digital 
inquiry tasks can be considered in terms of a multi-
step, iterative process beginning with understanding 
the search task, locating and selectively accessing 
content, assessing the relevance and quality of results, 
processing the contents of those individual results 

and encoding or extracting key details, through to a 
synthesis of the information into a complete answer to 
the inquiry question that can then be communicated to 
various audiences.43 

Next, we consider how digital inquiry tasks using 
simulated web search tools could be updated to also 
further provide opportunities for assessing important AI 
literacy constructs (see Table 1) by incorporating LLM-
enabled web search. While the nuances of assessment 
design will be discussed in Section 3, the purpose of 
the illustrative example in this section is to demonstrate 
how digital and AI literacies constructs might overlap 
and mutually support completion of this kind of digital 
inquiry task (see Figure 2). 
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AI impacts each part of the 
inquiry cycle, introducing 
dynamic challenges for the 
measurement of digital 
literacy skills.

Figure 2. Digital and AI literacy 
constructs involved in completing 
digital inquiry tasks.

To effectively assess AI literacy, it’s  
essential to evaluate not just the end 
products, but the processes that  
reflect one’s ability to use AI to gather, 
organize, critically evaluate and 
express information.

Digital inquiry tasks can be used to 
measure both digital and Al literacies 
in an integrated fashion. 

DIGITAL INQUIRY

Digital literacies supporting digital 
inquiry involve a cyclical process of 
defining problems and information 
needs; locating sources, evaluating 
sources, processing, analyzing and 
synthesizing those sources and 
communicating results.

AI LITERACIES 
CONSTRUCTS

Use and Apply AI

Interact effectively with  
AI technologies and apply  
them to solve problems and  
communicate ideas by  
engaging with and  
refining prompts within 
conversational threads.

Recognize and Evaluate AI

Identify the presence and role  
of AI in various digital tools 
and contexts, understanding 
how AI can influence the ways 
information is presented and the 
potential inaccuracies in  
AI responses. 

Know how to evaluate and  
verify information produced  
with AI tools.

Navigate AI Ethically

Understand the ethical 
implications of AI technologies 
and their applications, 
demonstrating the ability to 
reason about biases, privacy, 
data ownership and   
societal impact.
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Figure 2 illustrates how key AI literacies constructs  
(as shown in concentric semicircles) overlap with 
distinct digital literacies constructs involved in digital 
inquiry tasks (as shown in the outer circle reflecting an 
inquiry cycle). 

Questions that should be considered in designing a 
digital and AI literacies assessment that measures 
learners’ ability to complete this type of digital inquiry 
task may include:

• What are productive questions that learners 
can ask? That is, do they have the vocabulary, 
knowledge and control of strategies to figure out 
how to interact effectively with the AI to get the 
information they need in this context?

• How well do learners understand that the GenAI 
may not itself give accurate summaries when used 
for synthesis purposes? Do they know how to 
verify the accuracy of such GenAI responses? Do 
they have the knowledge and skills to evaluate AI 
summaries when they may sound very convincing 
even when wrong (i.e., in the event of GenAI 
hallucinations)?

• How does the use of GenAI in a search  
context affect the likelihood of critically reading, 
evaluating sources or checking for plagiarism 
against accurate and reliable sources of 
information in sufficient depth?

• How do learners build mental models they will 
remember based on their searches and enable 
them to use what they have learned to suit their 
own purposes?

• How well do learners understand biases and other 
social factors that affect the outcomes of their 
search with AI?

Illustrative example: A web-based  
digital inquiry task

Web-based digital inquiry offers a compelling 
scenario to illustrate how AI literacy fits within and 
supports a broader framework of digital literacies. 
From its inception, web search has been driven by 
advancements in AI. These advancements can be  
seen directly in improvements in algorithms supporting 
information retrieval, which have evolved alongside 
efforts to represent and optimize the availability of 
information on websites and other digital sources.

Beyond information retrieval, AI has been used 
to support user interface and experience (UI/UX) 
designs targeting the cognitive search strategies 
and information processing limits of the humans 
using these systems. Although web search would 
not exist without AI, prior efforts that have used web 
search as a context for understanding and assessing 
digital literacies have primarily viewed search as the 
interaction between the individual and the source 
materials, ignoring the role of AI within search both  
in the assessment design and in what learners  
are expected to know and be able to do within  
search tasks.44 

However, having an 
understanding — or at  
minimum, an awareness  
— of the role of AI in  
presenting and summarizing 
source materials is an  
essential step required  
for independently  
and critically evaluating  
those materials.
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As such, KSAs specific to the use of AI are becoming 
increasingly crucial in supporting individuals’ ability to 
navigate and utilize these evolving digital environments 
critically and effectively. 

As an illustrative example, we consider the use of web 
search to answer the inquiry question “Why is palm oil 
bad for the environment.” We chose this question from 
a specially crafted “Researchy Questions” dataset, 
which includes multi-perspective search engine 
queries that are challenging for both humans and AI 
systems to answer using content on the web.46 This 
inquiry question could be pursued via typical web 
search, or by prompting an AI-enabled search engine 
(see Figure 3) and thus offers a useful scenario in 
which to explore the potential to integrate AI literacy 
competencies into an assessment of digital literacies. 

Figure 3 provides example screenshots of two 
different semantic and keyword-based search 
engines (Microsoft Bing and DuckDuckGo) alongside 
the responses from two different LLMs designed to 
support web search (Microsoft’s Bing Copilot and 
OpenAI’s GPT-3.5 Turbo). The contrast between the 
traditional search engine results page (SERP) from 
Microsoft’s Bing engine and the privacy-focused 
search engine DuckDuckGo exemplify how the way in 
which search engines differ in how they integrate AI 
into the design of search result pages (left panels). For 
example, Bing places text and source summaries at the 

top of the SERP and recommends related searches. 
In contrast, the DuckDuckGo SERP makes less use of 
summarization and recommendation algorithms, using 
its own algorithms to retrieve and rank the sources.47

This contrasts with the two examples of conversational 
LLM-based search supported by Bing Copilot and 
OpenAI’s GPT-3.5 Turbo hosted by DuckDuckGo  
(right panels). 

While the content of the responses is similar, the 
Copilot chat is longer and has been augmented 
with citations, images and recommended follow-up 
questions to deepen or expand the inquiry. These 
differences highlight the rapid, ongoing research and 
development efforts focused on improving how LLMs 
can be used to support web search.48

While we note that both the traditional and LLM-
enabled search engines described here make use of 
AI, a key distinction is that the former primarily uses 
AI for information retrieval (in ways that are typically 
backgrounded for end users) and renders a list of 
direct links and source descriptions, while the latter 
involves direct user interaction with LLMs to generate 
a condensed summary across multiple sources (which 
may or may not be directly visible to users).

While web search has undergone significant  
changes over the past 30 years,45 the development of  
GenAI and LLMs stands to further reshape how AI 
technology is used to locate, access, evaluate and 
synthesize information.
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Figure 3. Example illustrating “Why is palm oil bad for the environment” query in traditional (left)  
and conversational (right) search conducted on Bing (top)  
and DuckDuckGo (bottom) on May 8, 2024.

Traditional search results: 
Microsoft Bing

Conversational AI search results: 
Microsoft Copilot

Traditional search results: 
DuckDuckGo

Conversational AI search results: 
GPT-3.5 Turbo
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We provide these four examples not only to illustrate 
the diverse uses of AI to support and augment web 
search but also to motivate the consideration of AI 
literacy as it relates to a set of generalizable skills 
that can be considered as targets for digital literacies 
assessment across various contexts, as opposed 
to use of a particular tool reflecting a specific set of 
technology design decisions. 

Considering the affordances AI provides within this 
web-based inquiry scenario, we next discuss how AI 
literacy skills may complement digital literacies in terms 
of (1) understanding the search task, (2) assessing 
relevance and quality of results and selectively 
accessing content, and (3) information synthesis.

Understanding the search task 

The inquiry question “Why is palm oil bad for the 
environment” has a hierarchical structure, meaning  
that to answer it one must recognize and answer 
several other questions such as how palm oil is 
produced, the scale of the production and the  
effects of these practices.49 

In Figure 3, the traditional Bing search with 
augmentation algorithms identifies some relevant 
questions that would enhance an understanding of this 
search task about the societal impacts of palm oil and 
deforestation; however, we also see many questions 
and suggested prompts related to health effects of 
palm oil that distract from the main goal of the inquiry. 
In contrast, LLM-based searches provide results as a 
conversational response, creating a shared context of 
information that can be further expanded to meet the 
individual’s needs.

Research comparing 
traditional and LLM-based 
tools found that individuals 
using LLM-based search 
were able to complete search 
tasks in almost half the time 
and with significantly more 
complex search queries.50

Though LLM-based search may be time efficient,  
there remains a risk that the resulting information  
may contain misleading information or confabulations, 
which users may overly rely on when they are not 
otherwise cued to potential inaccuracies in the  
LLM response.51 

In both cases, users must determine if the information 
meets the needs of their inquiry task, though their 
approach to refining their inquiry may look quite 
different given the varying supports provided in  
the environment (e.g., using recommendations or 
further prompting).  

AI literacy skill: Use and apply AI 

Whether through complex prompting, building a 
shared context through conversation or the use of 
recommendation tools, AI can be used to modify 
or refine a search to enrich both the information 
retrieved and one’s own understanding of the search 
task. Ultimately, however, it is up to the individual 
to recognize and use these tools to build their 
understanding of the information space. 

Research exploring confirmation bias within web  
search found that individuals tended to express 
personal biases in their prompts for LLM-based 
searches, which in turn produced more polarized 
information, creating, as the authors put it, a generative 
echo chamber.52 Assessments could measure the 
extent to which an individual’s exploration of the 
information space reflects the exploration and 
consideration of multiple perspectives.

Assessing the relevance and quality of  
results and selectively accessing content

Existing digital literacies frameworks have primarily 
focused on identifying and evaluating sources of 
information as opposed to scrutiny of the algorithms 
that retrieve and present such information. In Figure 
3, we see a stark contrast between the information 
presented by the two traditional search engines,  
with Bing presenting more information that is not 
directly relevant to the question (such as images of 
palm oil, the Wikipedia widget and excerpts from Q&A 
forums) while DuckDuckGo presents a simple list of 
sources with text previews akin to a more traditional 
search engine. 



19ETS Research Institute   Opportunities and Challenges for Assessing Digital and AI Literacies

While both sites require the ability to assess relevance 
and quality, they vary in the type and number of 
cues available to inform that decision. LLM-based 
search further complicates this skill by synthesizing 
information from across the Internet in a way that 
obscures the original source(s), making it difficult to 
assess quality without further search. Specifically, LLM-
based tools synthesize information not by accessing 
and searching the web directly, but by drawing on 
a pre-established knowledge base acquired during 
model training.53

AI literacy skill: Recognize, understand and 
evaluate uses and outputs of AI 

The ability to recognize the use of AI in the retrieval 
and presentation of information and to evaluate 
whether the capabilities of the algorithm are aligned 
with the user’s goals and expectations is becoming 
increasingly important as users are given more choice 
in how they retrieve information.54 In an experiment 
comparing search tools, individuals using LLMs made 
worse decisions (i.e., choices that did not meet all task 
requirements), but when confidence estimates were 
assigned to statements provided by the LLMs (e.g., 
specific statements were highlighted with green or red 
to indicate high and low confidence information) the 
decision quality increased.55

It was hypothesized that confidence estimates 
supported users’ general decision-making strategies of 
selectively attending to the most accurate information. 
Such AI literacy skills are complementary to existing 
digital literacies supporting information evaluation; 
however, there are still many questions surrounding 
how these skills might map to behaviors within an 
assessment task.

For example, how should an understanding of the risks 
of LLM hallucinations of source content56 alter how we 
verify and use information generated by an LLM-based 
search tool? Likewise, how should user awareness of 
the susceptibility of search engines to search engine 
optimization (SEO) spam and other manipulations that 
may dilute the quality and relevance of results57 affect 
how information is queried?

A related inquiry skill is that of sourcing, or the 
process of identifying and evaluating the source of the 
information and using that to evaluate the information 
itself. For example, in crowded and contentious spaces 
such as discussions of pandemics, health risks or 
environmental issues, learners must evaluate which 
information sources are reliable and trustworthy.58 

Alas, most current LLMs do not reveal their sources, 
often because there is no direct mapping of responses  
to single origins. 

Information synthesis

A digital literacies perspective on web-based inquiry 
tasks59 emphasizes the importance of synthesis 
throughout the search process. Such synthesis 
supports deeper comprehension and learning.60 
Traditional web search is an iterative process where 
multiple documents are viewed and compared and 
the individual constructs a mental model reflecting 
the relationship among sources and an understanding 
of the information task.61 In contrast, LLM-based 
conversational search tools appear to remove the need 
for multi-document synthesis by providing answers that 
seem to synthesize material from across the web. This 
is a case where appearances do not reflect reality62 and 
can lead individuals toward making misinformed63 or 
biased decisions.64

AI literacy skill: Navigate AI ethically

The synthesis of information via LLMs presents a 
complicated ethical challenge that extends beyond 
merely claiming an LLM-generated synthesis as one’s 
own. Evolving research on the effects of using LLMs to 
support writing suggests using these tools can shape 
the opinions that users express and ultimately believe,65 
phenomena termed latent persuasion.66 

As we consider AI literacy skills related to ethical use of 
AI, we expect that an awareness of the issues of bias, 
misinformation and potential for limiting diversity of 
thought and perspectives will be crucial to inform how 
these tools are used to support information synthesis. 
Issues around ethical access, plagiarism and source 
attribution – so central to digital literacies – also remain 
critical in the context of using AI tools effectively and 
appropriately to support synthesis.
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SECTION 03.

Guidance for developing  
assessments of digital 
and AI literacies

Given the conceptualizations of digital and AI literacies 
and the illustration of how such skills may be integrated 
within digital inquiry tasks presented in previous 
sections, how then should such skills be assessed  
in a way that ensures useful insights? 

To be useful, assessment designs should be relevant to 
and reflective of contemporary realities of innovation 
in ways that leverage affordances of new technologies 
within emergent sociotechnical contexts.67 

It is essential to use principled design approaches 
and to carefully consider the contexts in which the 
assessment will be administered and the implications 
of those contexts for assessment design and 
development. 
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Principled design approaches

Principled approaches such as evidence-centered 
design (ECD)68 should be employed to ensure that 
assessments meet standards of technical quality 
(validity, reliability and fairness).69 ECD is a particularly 
useful framework for designing digital assessments 
that may incorporate multiple different sources of 
data about various KSAs enacted in complex digital 
environments because it encourages detailed 
specification of how interactions in the assessment 
environment may be linked to the larger claims we wish 
to make about learners through a process of reasoning 
about evidence collected via the assessment.70  

Extensions of ECD have been developed to reflect 
the important role of context from a sociocognitive, 
situated perspective,71 making this approach 
especially appropriate for application to the design of 
assessments of digital and AI literacies, which we have 
argued are inherently contextual. 

Developing a conceptual assessment framework 
within an ECD approach involves specification of the 
student model or competency model that specifies 
the KSAs most relevant for the target construct(s), 
the task model that specifies what kinds of tasks 
and environments constitute appropriate contexts in 
which to elicit or demonstrate proficiency with those 
KSAs and the evidence model that articulates how 
observations from that environment can be evaluated 
to draw inferences and support claims about learners’ 
proficiency with target constructs given their behaviors 
and responses within the assessment task.72 

To effectively communicate about learners’ 
performances, we must also carefully implement 
approaches for score reporting that contextualize 
assessment results and provide actionable feedback. 
We briefly discuss each of these components and 
exemplify how they may be implemented in an 
assessment of digital and AI literacies using the 
illustrative example of conducting LLM-enabled  
inquiry (Figure 3).

Student model: What digital and AI 
literacies should we measure? 

A student model or  
competency model specifies  
the variables most relevant to 
the KSAs we wish to measure  
in the assessment. 

What we measure in the student model is directly 
linked to the claims we wish to make about learners 
based on the assessment results. Considering the 
illustrative example, we may wish to make meaningful 
claims about how successful learners are in effectively 
and ethically interacting with and using AI-enabled 
tools in the service of conducting online inquiry  
within web search contexts (see the section on  
score reporting).

Accordingly, the student model may specify variables 
related to the KSAs required to perform in such 
contexts (Figure 2). In the example of LLM-enabled 
web search (Figure 3), this may include understanding 
the search task, creating or revising effective LLM 
prompts, assessing relevance and accuracy of search 
results, critically evaluating output from LLMs (and 
rejecting misleading or incorrect information) and 
synthesizing useful information obtained through  
LLM-supported search while avoiding plagiarism.

These student model variables may be organized 
within a hierarchical structure or ontology that enables 
specifying nested relationships among the different 
components.73 Different tasks may require different 
combinations of KSAs or may require additional 
variables to be specified. Such variables allow us to 
characterize learners’ KSAs to inform claims about 
proficiency levels for the various target competencies 
in the student model. 

In defining a student model for digital and AI literacies, 
assessment developers must specify the claims they 
wish to make about learners and the corresponding 
KSAs that make up the relevant domain. 
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What should be measured in digital literacies 
assessments? Whether there is emphasis on 
promoting mastery or proficiency, interpretation or 
evaluation and critique, knowledge or demonstration 
of skills and practices in various contexts74 largely 
depends on the purpose of the assessment, which is 
closely linked to the desired claims.75

For example, to support claims about individuals’ ability 
to use AI tools to communicate novel information, 
assessments could engage learners in creating, 
producing and sharing knowledge with AI tools in 
social media contexts, rather than simply replicating or 
consuming information produced by AI.76 The process 
of defining a student model includes answering two key 
types of questions: What are we assessing? (i.e., what 
does it mean to be AI literate?) and for what purpose 
are we assessing? (What do we want to be able to say 
about learners? Who are the learners? How will these 
inferences be used?)

To the extent that claims are to be made about groups 
of learners, the student model must be specified in 
such a way that it reflects a construct definition that 
is sensible and appropriate for those groups. In the 
context of large-scale international assessment, for 
example, it may be challenging to develop a student 
model that appropriately reflects digital and AI 
literacies constructs in ways that are generalizable 
across national contexts, given apparent differences in 
emphasis and conceptualizations across cultural and 
language groups.77 

Despite this challenge, several international frameworks 
for digital literacies skills have been developed 
by organizations like OECD78 and others.79 Such 
frameworks have been successfully used to develop 
international assessments designed to compare levels 
of proficiency with target skills across contexts80 (for 
example, they specify competencies at a general 
level and definitions are not aligned to a specific 
national curriculum or instructional approach). These 
frameworks could inform student models of digital and 
AI literacies that may generalize across contexts and 
that are well-aligned to the kinds of comparative claims 
that international assessments are intended  
to support.  

Developmental factors  
that may influence construct 
definition and emphasis  
on particular digital and  
AI literacies KSAs also  
merit consideration. 

Just as there have been prior efforts to characterize 
digital literacies competencies in terms of 
developmental trajectories of learning progressions,81 
there have also been efforts to define key features of 
AI competencies spanning from early childhood into 
adulthood82 and to develop curricula on foundational AI 
concepts for young children.83

For example, during elementary school, emphasis 
could be placed on exploring and building awareness 
of AI topics, such as by interacting with simple toys or 
machines that operate based on principles of AI. 

During middle school, emphasis could shift to 
gaining familiarity while more systematically and 
independently experimenting with increasingly more 
abstract conceptual aspects of topics related to AI by 
using AI tools and weighing in on the advantages and 
disadvantages of AI use in certain contexts. 

In high school, fostering foundational knowledge  
of the technical or theoretical aspects of AI use in 
a variety of settings, gaining familiarity with more 
advanced technical and philosophical implications  
of AI use, and seeking to independently  
acquire and apply new knowledge related to AI  
could be emphasized. 

Adult learners might therefore be able to apply 
abstract problem-solving involving AI and advance 
a theoretical understanding of AI tools, uses and 
implications. Ng et al.84 also identified competencies 
associated with experiences, foundational knowledge 
and understanding societal impacts and ethics of AI 
across elementary, middle and high school levels. 
Such frameworks can help to specify developmentally 
appropriate student models.
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Task model: Where should we measure 
digital and AI literacies? 

A task model specifies 
features of tasks and  
contexts within which 
appropriate evidence of 
target KSAs can be elicited. 

Task models provide guidance that enables 
assessment developers to design, author and 
implement tasks that provide appropriate opportunities 
to demonstrate those targeted competencies. Task 
model variables reflect required and optional features 
of activities and environments in which learners will 
interact and provide responses (e.g., characteristics of 
texts, images, tools, possible interactions, directions 
and item formats). 

Task models also specify the form(s) learners’ 
interactions or responses may take (e.g., in-task 
actions, selected responses, constructed responses, 
performance tasks, etc.). In the LLM-enabled search 
example, potential task model variables would include 
topics and inquiry questions; features of the search 
engine, SERP or LLM interface; characteristics of 
source materials in terms of relevance, credibility or 
other parameters; vocabulary, text length and text 
complexity and so on. 

Each task model variable can have certain values 
(e.g., presence/absence, degree or quality of a given 
feature) enabling characterization of tasks in terms 
of the constellation of features that enable certain 
evidence to be collected to support desired claims. 
This flexibility enables multiple and varied tasks,  
or families of related tasks, to be created by 
instantiating different values of the task-model 
variables for each task.

Potential work products captured in the LLM-enabled 
search scenario would include prompts/queries 
entered, navigation actions taken (e.g., clicking links, 
revising prompts, using help menus), or selections 
on multiple-choice items that could be incorporated 
before or after an interactive search. 

Thus, this task model would delineate where the 
skills of task understanding, searching and accessing 
sources, analyzing and evaluating LLM responses and 
synthesis of results would be measured, as well as how 
they would be captured in terms of learners’ responses  
and behaviors.85

How, then, should tasks measuring digital and AI 
literacies be designed? We suggest that assessment 
designers consider using scenario-based tasks 
(SBTs) when developing task models for digital and AI 
literacies assessments. Scenario-based assessments86 
situate learners in authentic task contexts and rich 
scenarios that are reflective of the real-world practices 
about which we wish to make claims.87 

When designed carefully (both at the backend  
and front end), using SBTs that integrate selected 
response questions (e.g., multiple choice, drag-
and-drop) and performance-based activities (e.g., 
interacting with search engine or LLM prompt 
interfaces to access and evaluate information) can 
potentially help to tease apart complex KSAs and 
enhance the accuracy in assessing learners’ proficiency 
with digital literacies.88 SBTs offer a compelling 
interplay between process and outcomes.

SBT approaches are readily expanded to incorporate 
interactions with GenAI and LLMs to find, analyze, 
evaluate and synthesize information as in the illustrative 
example (Figure 3). Specifically, learners’ use of LLMs 
can be viewed as a sequence of choices that they 
make.89 Thus, effective task models should define tools 
and task features that support interactions of interest 
(e.g., allow choice in how to interact with or navigate 
within search tools).90

For instance, the illustrative example could form  
the basis of an SBT in which learners are initially  
asked to answer selected response questions about 
their knowledge of how LLMs and search engines work. 
Next, they can be presented with an interactive inquiry 
task that asks them to perform a simulated  
web search (including using LLM prompting) to 
investigate the reasons why palm oil is bad for the 
environment however they see fit within constraints  
of the search tool.
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After finalizing their search, they could be presented 
with questions that elicit further evidence about 
their search behaviors and their ability to synthesize 
conclusions from the results obtained (e.g., while 
avoiding plagiarism or direct replication of LLM output).

Notably, there are three distinct options for 
incorporating LLMs in the task model. At the most 
basic level, one could design scripted, discrete tasks 
that imitate LLMs. At an intermediate level, learners 
could directly interact with and use AI tools to respond 
to challenges given to them. At the most elaborate 
level, an LLM could be used to author tasks (based on a 
template) and evaluate learners’ responses to it. 

In all cases, the task model may be similar in terms of 
the challenge given to learners and design space and 
options that learners have. However, they reflect a key 
tradeoff between certainty (controlled by design) and 
authenticity (with a high degree of learning autonomy 
and potential unpredictability). 

While avoiding the use of LLMs as an assessment 
tool streamlines the assessment process, it may 
become too synthetic and rigid as these technologies 
continue to evolve. On the other hand, tasks authored 
by LLMs can offer personalized and context-
sensitive assessments but may support less accurate 
inferences. Use of LLMs to create conversation-based 
assessments following ECD principles is  
being explored.91

To make valid inferences about learners’ KSAs and 
behaviors when completing performance-based digital 
tasks, it is important to design those tasks with process 
data modeling and analysis in mind.92 

Process data refers to the extracted process indicators 
from the detailed logs of learners’ interactions with the 
digital assessment platform, ideally capturing every 
state change including test-taker interaction together 
with their timestamps.

Developing the task model with process 
data modeling and analysis in mind includes  
the following iterative steps:93 

• model construct-relevant mental processes 
needed to perform the task (e.g., encoding 
instructions, retrieving relevant information from 
memory, performing the necessary problem-
solving or reasoning steps, responding)94 

• embody theorized construct-relevant  
problem-solving or reasoning steps in external 

actions as much as possible and make sure that 
those actions and system changes are logged 
properly at the backend 

• generate and document research questions and 
hypotheses related to expected action sequences 
for different proficiency levels 

• conduct think-aloud, usability and/or pilot studies 
to test the alignment between logged interactions 
and observed behaviors 

• model and analyze process data in line with the 
hypotheses, use additional data-driven approaches 
to make further construct-related discoveries and 
report the confirmatory and exploratory findings at 
a granular level95

In the LLM-enabled search scenario, construct-relevant 
mental processes may include:

• encode the task instruction and select a  
strategy from their repertoire to provide input  
to the search engine 

• (re)type the input 

• submit the search (click or hit enter) 

• encode search engine results 

• retrieve knowledge from declarative memory 
indicating that LLM-based summary or search 
results might be incorrect or biased 

• apply visual search strategies to find reliable 
sources among the individual results or use the 
traditional web search to evaluate the LLM-based 
web search (if the task also includes traditional 
search tools) 

• click the individual results and encode their content 
to gather evidence 

• accumulate evidence by reasoning about and 
synthesizing the results 

• refine the search input if more evidence is needed 

Designing with process data modeling and analysis in 
mind also includes creating front-end interactions that 
can be logged at the backend; these front-end features 
must also be specified in the task model.
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For example, presenting the task instruction on a 
separate screen than the web search task allows us 
to infer when and how long learners go back to the 
task instruction to remind themselves about the task 
specifics; logging each keystroke allows us to make 
inferences about search input strategies at a granular 
level (e.g., revision before hitting enter); logging 
scrolling depth allows us to make inferences about 
what part of the search results learners are evaluating; 
logging individual clicks on the results and presenting 
the results on a separate page allows us to monitor 
their evidence-gathering processes.

Presenting the final response on a separate screen 
helps us to infer the timing and the context for when 
learners think that they gathered enough evidence or 
realized they did not have enough evidence and return 
to the search screen.

Before leveraging process 
data for scoring or reporting 
purposes, think-aloud, 
usability and/or pilot  
studies can be conducted  
to ensure that learners 
interact with the task as 
expected and necessary 
interactions are logged.

Evidence model: How do we measure  
digital and AI literacies? 

An evidence model provides specifications for how to 
interpret the work products and observable behaviors 
created by learners as they engage in an assessment 
to inform inferences about variables included in the 
student model (e.g., levels of a particular KSA given a 
particular response or observed behavior). 

Evidence models consist of two components: a set of 
evidence rules or scoring rules that enable evaluation 
of observable work products in terms of the student 
model variables targeted in a particular task and a 
measurement model (i.e., statistical and psychometric 
models) that supports probabilistic inferences about 
learners’ KSAs given the observed performance by 
linking student model variables to observables.96 

In the context of LLM-enabled web search (Figure 3), 
an evidence model would specify rules (e.g., scoring 
rubrics, scoring algorithms) for how to evaluate 
learners’ search strings, LLM prompts and iterative 
revisions to searches/prompts in light of target 
competencies (e.g., use and apply AI, refine prompts/
queries as needed).97 

The measurement model would then specify  
statistical approaches (e.g., using item response 
theory)98 to link observables back to the student 
model (i.e., updating student model variables given 
the observations) and for accumulating evidence 
across observations to create probabilistic estimates 
of learner ability. While it is beyond the scope of this 
paper to provide detailed discussion of measurement 
models, we offer perspective on potential approaches 
to defining scoring rules for digital and AI literacies 
assessments given the competencies and tasks 
discussed previously.

Clear and comprehensive scoring rules are a crucial 
component of designing and implementing digital 
assessment tasks to measure complex KSAs like digital 
and AI literacy. Scoring rules can vary from detailed 
rubrics or coding schemes to simple rules based on 
correctness (e.g., 1 = correct, 0 = incorrect). 

These rules can address both learners’ processes (i.e., 
actions and action sequences) and work products 
(i.e., outcomes or item responses). Scoring response 
products focuses on the final work product(s) a  
learner produces and/or their responses to selected  
response or open-ended questions.
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For example, a selected response question could be 
scored as full credit if a learner selected the correct 
response (e.g., = 2), partial scores given if a learner 
selected a partially correct response (e.g., = 1) and no 
credit given if a learner gives an incorrect response 
(e.g., = 0). Scoring process data requires evaluating 
learners’ action steps and interactions during the task. 

This involves capturing and analyzing interactions over 
time, such as the sequence of actions, the frequency 
of tool use and the time spent on various parts of the 
task. These process-based indicators can support 
inferences about learners’ problem-solving strategies 
and behaviors and can be incorporated into final scores 
(e.g., iSkills assessments99). 

In the LLM-enabled search example (Figure 3), 
an action sequence including interacting with the 
relevant individual search results to gather evidence, 
resubmitting a search when there is not enough 
evidence and finally coming up with a response could 
be scored as full credit, while an action sequence 
indicating that a learner submitted a search and then 
copied and pasted the LLM-generated output as a final 
response could receive no credit. 

Before defining scoring rules for process-based 
indicators, it is important to validate the expected 
behaviors with think-aloud and interview studies with 
learners from the target population. Importantly, if 
the process data will be incorporated into scoring, 
learners should be notified that their interactions will be 
evaluated as well as the outcomes. This transparency 
helps to ensure the validity of the interpretations of the 
process data and scores.

To support claims made about learners’ abilities,  
it is also necessary to identify and aggregate various 
pieces of evidence. This can include aggregating 
different process data indicators (e.g., sequences 
of construct-relevant actions learners take together 
with their timing) and/or process data indicators with 
product data (i.e., answer to the response). As SBTs  
are highly contextual, it is important to use several 
layers of triangulation:100

• Different indicators for similar skills: To ensure 
that interpretation does not rely on single 
operationalization of constructs, multiple indicators 
for each construct should be used.

• Similar indicators across tasks: As tasks are rooted 
in domains, prior knowledge and situational interest 
impact engagement and learning. Thus, indicators 
from different domains should be examined.

• Process and outcome level indicators:  
A complementary approach supports 
understanding of the relationship between different 
process patterns and their impact on outcomes 
and overall ability. 

Overall, incorporating these elements into clear and 
comprehensive scoring rules, together with tasks 
that are designed with process data modeling and 
analysis in mind, can ensure that assessments of 
digital AI literacies provide an evaluation of learners’ 
KSAs that assess not only the final outcomes but also 
the processes that learners use to arrive at the final 
product, offering a deeper insights into what they know 
and can do with AI in digital literacy contexts.

Score reporting: How to support 
interpretations of performance

A related but distinct issue from scoring rules concerns 
how to present and communicate assessment results 
to learners and other users of test scores. Score 
reports should clearly present assessment information 
to learners, teachers and other audiences and should 
support appropriate decision-making. Assessment 
information may include total score and subscores for 
the construct(s) being assessed, information to support 
interpretation of these scores and potential next 
activities given the results.

Depending on the type of assessment and the 
evidence collected about learners’ KSAs, different 
types of claims can be produced.101 For digital and AI 
literacies, well-designed SBTs may provide enough 
evidence to produce scores for an overall digital 
literacy construct and its subconstructs (e.g., critical 
evaluation of digital resources in the context of AI or 
creating information products in the context of AI).

Contextual information generated by the assessment 
scenarios can be used to provide additional information 
to help individuals understand the meaning of the 
scores. This may include using process data to 
provide insights on how learners responded to the 
tasks, strategies used, timing data (i.e., as a proxy for 
engagement102) and response patterns associated 
with certain misconceptions. Performance could 
also be compared against emergent learner profiles 
or common patterns observed (e.g., learners who 
took a similar approach to the task also tended 
to demonstrate certain KSAs), enabling more 
personalized, rather than standardized, score reporting.
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 An interesting application 
of LLMs is to support 
the implementation of 
personalized score reports 
for different audiences.103 
Using LLMs, it is possible 
to generate explanations 
(i.e., narratives) describing 
the main highlights of the 
score report or an interactive 
dashboard, as well as 
potential misinterpretations, 
to increase the explainability  
of the findings.104

This type of approach could also support more 
actionable reporting to make assessments of digital 
and AI literacies more useful for individuals who take 
them. Further, we recommend that when providing 
individual-level score reports, institutions seek reports 
that include performance feedback: descriptive, 
qualitative information about learners’ performance 
on digital literacies tasks, rather than atomistic, 
quantitative information, to help score users better 
understand learners’ strengths and weaknesses for  
improvement purposes. 

For example, contextualized score reports for 
the illustrative example (Figure 3) might provide 
information on whether a final product includes 
only accurate information (or includes LLM-based 
hallucinations), offers a complete answer to the inquiry 
task and is well-organized and communicative. This 
information can provide insights on potential next steps 
or actions by individuals at different levels that could 
result in improving learners’ AI literacy levels (e.g., 
practice strategies for verifying accuracy of LLM-based 
information, monitoring work products to ensure all 
task demands are met or improving organization and 
development in writing).

Contextual considerations for assessment

Several notable efforts have made progress toward 
identifying competencies and curriculum for digital 
and AI literacies across the globe. For example, Ng et 
al.105 identified initiatives in Europe (Erasmus AI+), Hong 
Kong (AI for the Future), Singapore (AI Singapore) and 
the U.S. (Digital Promise and AIK12). When identifying 
critical competencies for international contexts, there 
are several important challenges to consider. 

As previously mentioned (see Student model), there 
have been prior efforts to identify cross-cultural core 
competencies106 as a critical step in this direction. 
Cross-cultural foundational skills for AI literacy 
within the context of digital literacies likely include: 
foundational understanding of the AI technologies; 
how to use, create and share information using AI 
technology and being able to consider the ethical and 
social impact of using such technologies.107 

Beyond defining generalizable competencies, it is 
essential to recognize how contextual factors may 
shape assessment of these literacies.108 These factors 
include access to technology, linguistic and cultural 
aspects of learning, local educational practices and 
systems, policy and governance, as well as  
economic factors.

Access to technology

The so-called “digital divide”109 both between and 
within countries, affects access to technology and the 
Internet, creating unequal opportunities for learning 
digital skills. To bridge disparities in access to digital 
technologies, it is essential to develop assessment 
frameworks that can be used toward identifying, 
acknowledging and addressing different levels  
of access.

For example, providing offline alternatives and low-
cost solutions may be appropriate in settings where 
disparities in digital access have been documented. 
To ensure assessment frameworks and construct 
definitions are equitable, it is worth considering 
whether evidence of digital literacy will appear 
comparable across both high- and low-technology 
resourced areas.
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Linguistic diversity

A primary challenge in assessing complex constructs 
such as the various digital literacies previously 
mentioned across different cultures stems from the 
variation in the language itself. Certain terms and 
concepts in digital and AI literacies may not translate 
well if treated in a literal sense.110 To address this, it is 
crucial to develop a conceptualization and framework 
for cross-cultural assessment in close partnership 
with content and language experts from tested groups 
to ensure the appropriate translation of key terms to 
preserve their intended meaning.

Cultural attitudes, norms, values  
and relevance of content

Setting linguistic diversity aside, another challenge 
is that educational content may not be universally 
applicable or relevant across different cultural  
contexts, even within the same country. Cultures may 
place distinct emphasis on certain aspects of digital 
and AI literacies that are perceived as important in  
their context.111 

Cultural attitudes toward 
technology, privacy and 
data security also could 
vary widely given they are 
influenced by factors such 
as trust in technology and 
societal values. What is 
considered normative will 
vary across cultural groups.

Local educational practices and systems 

Teaching methods, pedagogical practices and 
instructional standards may also differ widely across 
countries and cultures. Additionally, educational 
systems and infrastructure vary significantly in terms 
of organizational structures, curricular emphasis and 
types of resources available. Therefore, digital and AI 
literacies assessment frameworks must be adapted to 
align with local educational standards and practices.

A universal conceptualization of digital and AI literacies 
should be flexible enough to fit local teaching practices 
and systems, providing a roadmap on key digital skills 
that could be incorporated into an existing curriculum. 
Gaining support from all interested stakeholders is 
critical to be effective in this regard.

Policy and governance   

National policies regarding digital education and AI 
literacy can differ,112 impacting the implementation 
of literacy programs. Collaborating with local 
policymakers to ensure that digital and AI literacies 
frameworks align with national and international 
education goals and policies is essential. Such 
regulations have implications for the extent to which 
AI literacy must be measured, the types of data 
that can be collected from or used to evaluate user 
interactions with AI systems, the involvement of users 
in development, etc.113 

Furthermore, political stability and governance 
impact the adoption and integration of digital literacy 
programs. Developing flexible conceptualizations of 
literacies that can be adjusted to varying sociopolitical 
contexts can ensure continuous learning opportunities 
within and across borders.

Economic factors 

The emphasis on certain literacy skills within digital 
contexts may vary depending on more distal factors, 
such as which skills are most likely to be in high 
demand within the local or regional workforce. While 
there is general concern about the impact of AI-driven 
automation across industry sectors and regions, 
the extent to which certain job categories may be 
impacted is likely to vary across contexts.114 This has 
obvious implications for identifying the knowledge and 
skills most likely to prepare learners to be successful in 
future occupations and professions.
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SECTION 04.

Risks and consequences 
of digital and AI 
literacies assessment 

Our discussion has largely focused on the need to 
assess competencies related to the use of digital 
media and technologies, especially those involving 
interactions with AI-based tools. Identifying which 
competencies individuals have acquired can help 
inform strategies to support them in addressing 
potential knowledge and skill gaps, such as 
instructional interventions or policies supporting  
skill development.

Ideally, these insights from assessments could be 
used to support individuals in gaining the knowledge 
and skills needed to thrive in the current and future 
workforce and to inform data-driven policies that 
effectively close gaps created by systemic inequities by 
ensuring that learning opportunities are available to all.

While these intended consequences reflect an ideal 
scenario, there is a risk that defining and assessing 
a set of complex competencies at scale can have 
unintended negative consequences (see Table 
2). To mitigate potential negative consequences, 
it is therefore important to identify potential risks 
associated with assessing literacy competencies that 
involve the use of digital media and technologies, 
particularly those involving AI.

In this section, we identify several risks and questions 
to consider in developing assessment approaches to 
measure relevant digital and AI literacies. 
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TABLE 2.  Risks of digital and AI literacies assessment

Narrow focus Risk of defining competencies in a way that does not adequately capture 
crucial relationships to other foundational literacy skills.

Inequity Risk of developing frameworks that widen or introduce inequity.

Instability Risk of AI systems providing inconsistent answers over time, making 
scoring unreliable.

Lack of creativity Risk of diminishing opportunities for learners to develop or demonstrate 
creative, divergent thinking.

Limited generalizability Risk of designing frameworks that cannot be adapted in  
global contexts.

First, there is the risk of defining or operationalizing the 
focal construct(s) in a manner that does not adequately 
capture the full range of competencies in a way that 
supports an evidence-based approach to assessment 
(i.e., construct underrepresentation as a threat to 
assessment validity).115 This underrepresentation 
could create challenges in identifying appropriate 
and valid sources of evidence of competencies that 
ideally uniquely tap into the target construct. Under 
the ECD approach, an ill-defined construct threatens 
the integrity of the student model and ultimately the 
foundation of the assessment. 

A useful analogy may be found in the emergence and 
widespread use of automotive technologies over a 
century ago: learners need to know basic principles of 
how cars work in a way that helps them identify where 
and when it should be used (understanding AI), how 
to drive the car within a set of given ethical and legal 
constraints (using AI), and more broadly, thinking about 
the impact of cars on society, identifying disparities 
in access to cars and possible solutions for further 
innovating automotive technologies in a way that 
reduces any harmful consequences of car use (impact 
of AI). 

Requirements for a drivers’ license may emphasize 
measures of understanding (written test) and use 
(driving test) versus larger societal impacts; however, in 

the case of AI literacy, all three aspects of the construct 
may be important to develop and to assess. This is a 
unique challenge, particularly across contexts and as 
AI-driven digital technologies continuously evolve.  

AI literacy is a “moving construct” in that focal 
competencies today may not be so important in a 
few years; as technologies evolve, so too must the 
literacies required to effectively use those technologies 
to understand, create and communicate. This is 
particularly concerning given the evidence that 
educators tend to adapt instruction around what 
content is tested (i.e., teaching to the test).116 

Further questions to consider include:

• What knowledge of AI is required to effectively 
interact with a world that’s heavily digitally 
mediated (e.g., knowledge of technical aspects of 
AI vs. knowledge of how to navigate a task using 
AI-driven inputs and outputs)?117

• What skills and knowledge do we expect learners 
to have when interacting with AI?

• How do we distinguish between what skills a 
learner has and what skills they have yet to develop, 
now that AI can be used to automate or simplify 
some target skills?
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Related to the issue of defining the construct, it is 
important to recognize that an individual’s existing 
KSAs and experiences affect how they interact with 
new technologies. Given the overlap noted with 
traditional literacies, individuals with lower levels of 
core literacy skills may not benefit as much from the 
use of AI technologies if left unsupported.118 

Consideration of what foundational literacy 
competencies (e.g., decoding), background knowledge, 
critical thinking and evaluation skills and technical 
knowledge about AI that are necessary to grasp 
essential digital and AI literacies concepts is crucial for 
developing assessments that produce fair, valid and 
interpretable results. 

We may also consider questions such as the following:

• What relationships do digital and AI literacies have 
with other related constructs (e.g., between AI 
literacy and reading literacy)?

• To what extent is it critical to consider foundational 
reading skills in gauging digital and AI literacies?

• Is it still necessary to measure foundational writing 
and synthesis skills?

• Should we adapt our expectations for foundational 
literacies to align to new tools and contexts (e.g., 
skills for crafting good AI prompts as opposed to 
writing essays)?

• If a greater emphasis is placed on literacies 
involving AI technologies, what other key 
competencies might be subsequently de-
emphasized or left out of the curriculum?

Second, there is the risk of developing assessment 
approaches that might effectively widen or introduce 
additional sources of inequity, rather than provide 
information that can be used to document or mitigate 
existing inequities (see Table 3). Many of the factors 
that contribute to the so-called “digital divide” (e.g., 
learners’ motivation to use technologies, technology 
materials and resources available, technical skills, prior 
usage and familiarity)119 are important to consider in 
developing assessments of AI literacy competencies 
in digital contexts. How they are considered likely 
depends on the purpose of the assessment.

For example, those who can successfully integrate 
AI-based tools into their learning and work are more 
likely to excel relative to peers who have not had 
opportunities to develop foundational skills and 
therefore struggle to gain proficiency. On the other 
hand, an intended consequence of well-designed 
digital literacies assessments may be to provide 
learners an opportunity to develop skills such as the 
ability to evaluate and critique information produced  
by GenAI tools in digital contexts (i.e., assessment  
for learning).120

TABLE 3.  Equity in digital and AI literacies

Digital divide Unequal access to technology affects the ability to develop  
and assess digital and AI literacies.

Cultural norms  
and values

Assessments must reflect diverse perspectives, especially  
in large-scale international contexts.

Equity in education Teaching and assessing digital and AI literacies is crucial for equity, 
reducing vulnerability to unethical technology use.
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However, we cannot assume that all learners will 
equally benefit from such opportunities, particularly 
if the assessments are not instructionally aligned to 
an equal extent for all learners121 or if learners lack 
sufficient foundational literacy skills or background 
knowledge to effectively engage with the higher level 
task.122 Some questions to consider in this regard  
may include:

• How can assessments be designed to ensure  
equal access and opportunity to demonstrate  
KSAs for all test-takers, regardless of their 
technological resources?

• Can assessments be well-aligned with the 
instructional goals and outcomes to an equal extent 
across contexts and for all test-takers?

• How might the assessment address the  
relevant core competencies of test-takers  
with varying foundational literacy skills or  
background knowledge?

Third, while GenAI and LLMs are good “pattern 
detectors” in many instances, patterns may be complex 
and thus require a more nuanced, sensitive or creative 
interpretation. Furthermore, there is the possibility that 
such AI-driven tools will produce information that could 
be unstable and difficult to replicate (i.e., an LLM may 
give different answers to identical prompts at different 
times), which may pose challenges for applying 
consistent scoring rules across administrations of a 
given assessment.

Though responses generated by AI may appear 
to be coherent at the surface, they may include 
counterfactual or unverifiable information. For example, 
the specificity of information contained in the prompt 
may change the results in widely disparate ways and 
a nonexpert may need guidance in understanding 
how to effectively write prompts.123 Though the 
“temperature” or stability of the output created using 
AI can be adjusted, individuals need to know that the 
feature exists, its purpose, how to control it and how to 
interpret the output considering its setting.124 

Additional questions to consider include:

• How do we ensure that learners can develop 
durable skills like critical thinking while also 
knowing when and in what contexts it is appropriate 
to use/learn with AI?

• Considering content created through GenAI/
LLMs may not be replicable, what skills should 
be assessed to ensure learners’ ability to discern 
accurate information, while building a collective 
knowledge base through interactions with peers?

• How do we use AI to access and use information 
more efficiently, while simultaneously not 
depending on it? Similarly, how do we continue 
to be active processors, critical evaluators and 
co-constructors of information and while not 
surrendering our human agency and become 
passive recipients of information?

Fourth, yet another potential long-term unintended 
consequence of increasing use of AI-based tools to 
support digital literacies is a potential narrowing of 
ideas — essentially a reduction of divergent or creative 
thinking (e.g., groupthink) — due to the nature of how 
the iterative use of LLMs operates. Responses created 
through prompting LLMs reflect the underlying data 
on which such models are trained, which are likely to 
reflect a sort of “average” and more likely to rely on 
common or dominant perspectives.

Without knowledge of how to specifically prompt for 
alternative perspectives, or to apply critical thinking 
and evaluation, there is a potential risk that AI users 
over time will rely on and reinforce some common set 
of ideas that tend to appear in the training datasets, 
leading to diminished outputs125 and potentially 
diminishing future innovations over time. There is also 
the risk of diminishing opportunities for learners to 
develop the skills that are likely to result in creative 
outputs. Questions for further consideration  
may include:

• How could assessment tasks encourage critical 
thinking and questioning of AI-generated 
responses?

• Are there specific tasks, questions or prompts that 
could be designed to challenge the “average” or 
common perspectives generated by LLMs?

• How could assessment tasks evaluate  
learners’ skill in effectively prompting LLMs  
for diverse perspectives?

• In what ways could collaborative tasks be 
implemented to encourage creative or divergent 
thinking or to foster innovative task solutions?
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Fifth, there is the risk that assessment approaches may 
not be designed in a manner that can be implemented 
or adapted in cross-cultural or global contexts. As 
noted, there are multiple factors to consider when 
identifying key features of target constructs, especially 
those as complex as digital and AI literacies, across 
many contexts that differ in several key dimensions 
(see Contextual considerations).

Assessments that are to be implemented in 
international or cross-cultural contexts should be 
designed in a way that is responsive to the distinctive 
contextual characteristics of each setting.126 When the 
goal of such an assessment is to produce comparable 
scores between examinees in a manner that upholds 
high standards for validity fairness and equity, this can 
pose obvious challenges. Some questions to consider 
may include:

• Are there mechanisms for adapting the assessment 
to fit different contexts?

• What steps can be taken to ensure that the content 
is culturally relevant and not biased toward any 
particular group(s)?

• How could an assessment accommodate 
linguistic diversity? How could it still provide equal 
opportunities for non-native speakers to express 
their skills?

• What innovative statistical methods or  
procedures for standardization could be used 
to ensure flexible implementation as well as the 
comparability of scores?

Finally, there is the risk that assessing individuals on 
competencies that rely on technologies may encourage 
them to use such technologies in a manner that reveals 
currently unforeseen ethical and/or legal concerns. 
This is particularly concerning for assessments geared 
toward youth. Such risks include those with respect to 
privacy and data ownership. As with any technology, 
there may also be unforeseeable downstream risks that 
could even be contradictory to the proposed benefits 
of the technology. 

For example, social media came into widespread 
use as a tool for developing and maintaining social 
connections; however, more recently greater use of 
social media among youth has been found to be a key 
contributor to their mental health burden.127 It is also 
important to recognize that ethics and legal concerns 
tend to vary in nontrivial ways across international and 
cultural contexts, an issue that is further complicated 
by its direct connection to historical precedent and 
technological advancement generally outpacing legal 
codification. Relevant questions to consider include:

• What risk management strategies are included to 
address both current and potential future ethical 
and legal issues? 

• How can assessment use be monitored so that 
negative impacts can readily be addressed? 

• What strategies are in place to continually 
update the assessment to align with the latest 
technological and legal developments?
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SECTION 05.

Conclusions

We encourage further 
discussion, debate and 
research on how to measure 
digital and AI competencies 
in ways that power  
human progress.

In this report, we have offered recommendations for 
how to best assess proficiency with AI literacy as 
conceptualized within the larger umbrella of digital 
literacies. While digital literacies competencies remain 
of crucial importance, emergent GenAI tools and 
technologies will change how those KSAs are defined 
and applied to solve information-based problems and 
to create and communicate using digital technologies.

There are inherent complexities in these constructs, 
introducing challenges and opportunities for 
assessment. Approaches to the assessment of these 
digital and AI literacies are informed by construct 
definitions, task designs and scoring rules specified by 
developers, which are driven by the intended purpose 
and use case for a given assessment. 

Within contemporary globally networked society, where 
large-scale assessments may be used to make claims 
about proficiency levels of individuals or groups across 
states, nations and continents, it is also essential to 
consider the role of contextual factors in informing 
assessment design, in terms of the importance and 
relevance of GenAI and LLMs to support digital 
literacies in this context. 

Other contexts (e.g., classroom formative assessment) 
will have other needs or considerations that affect 
constructs, tasks and evidence collected. Awareness 
of the consequences of developing large-scale 
assessments of digital and AI literacies is necessary 
to guide the process of developing fair and valid 
assessments with potential to positively impact policy 
and practice. 

We hope these reflections inspire discussion, debate 
and further research and development concerning 
measurement of these crucial digital and AI 
competencies in ways that can enable greater human 
progress and potential to be realized by leveraging 
affordances of these emerging capabilities.
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