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Dear Colleague:

The current national dialogue regarding accountability in U.S. higher education has brought 
increased scrutiny to a number of facets of the functioning of our collective system of higher 
education. One area that has received considerable attention concerns student learning outcomes — 
how much do we know about the many aspects of student learning that take place during the time 
a student is in higher education, what inferences can be drawn from the available data, and how 
much data needs to be shared and with which stakeholders?

ETS is committed to helping the higher education community work through these issues. As a 
not-for-profit research, development, and assessment organization whose mission is to advance 
quality and equity in education, ETS is uniquely positioned to work with the higher education and 
assessment communities to provide objective information that can facilitate the national dialogue 
on improving learning in postsecondary education. As part of its social mission, ETS has made 
a commitment to bring to the higher education community a series of issue papers that address 
accountability issues in the student learning domain. In the first paper in this series, A Culture of 
Evidence: Postsecondary Assessment and Learning Outcomes, we reviewed accountability models and 
metrics that can be used in higher education. 

In this paper, with the help of an advisory panel of national experts in assessment and higher 
education, we review the major tools in use today for assessing student learning and student 
engagement, an important aspect of the educational environment. The goal of this review is to 
provide a high-level overview of the major assessment tools so that higher education stakeholders 
can continue the national dialogue with even greater understanding of the current state of the art 
tools in assessing student learning in higher education. This paper provides an overview at the 
“30,000-foot level,” which we believe will be useful to policymakers, national organizations, and  
two- and four-year college and university presidents and provosts. 

We will soon present a third paper, which will provide a review of the critical conceptual issues in 
planning and executing a program to assess and improve student learning outcomes. We believe 
that this next review will be especially useful to those involved directly in establishing or improving 
systems to assess student learning.

We are pleased to be able to contribute to the conversations under way across the nation to find 
effective and practical ways to assess student learning.

Sincerely,

Kurt M. Landgraf

President and CEO

ETS
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Introduction 

Postsecondary education institutions should measure  
and report meaningful student learning outcomes 
 (U.S. Department of Education, 2006, p. 23)

Background

The Spellings Commission on the Future of Higher Education was charged with examining four 
key areas of higher education identified by Secretary of Education Margaret Spellings: access, 
affordability, quality, and accountability. The Commission’s report, A Test of Leadership: Charting the 
Future of Higher Education, delivered six broad findings aimed at addressing these four areas (U.S. 
Department of Education, 2006). The six broad findings addressed access, cost and affordability, 
financial aid, learning, transparency and accountability, and innovation. In her September 2006 
Action Plan, Secretary Spellings told the nation that her work would focus on accessibility, 
affordability and accountability (Spellings, 2006). The Spellings Commission and the hearings that 
were part of the Commission’s work, the report the Commission produced, and the ensuing actions 
across the U.S. (e.g., the Department of Education initiatives regarding student learning outcomes, 
accreditation) have focused a national spotlight on the state of higher education. This report is 
intended to contribute to this ongoing analysis.

The Commission’s attention to student learning, coupled with a steadfast interest in accountability, 
is aligned with ETS’s institutional mission and priorities. In 2006, ETS made a commitment to the 
higher education community to help sharpen the national discussion on accountability—specifically 
accountability for student learning outcomes. ETS pledged to use its unique resources and its 
position as a not-for-profit organization dedicated to advancing quality and equity in education 
in order to bring information and data into the national debate on how to address the need for 
assessing student learning outcomes. 

The first product to emerge from this commitment was a report titled, A Culture of Evidence: 
Postsecondary Assessment and Learning Outcomes. That report outlined a number of accountability 
models and metrics for the higher education arena. The report also provided an overview of the  
current national landscape on issues in postsecondary assessment and learning outcomes.

In A Culture of Evidence (hereafter referred to as COE I), we asserted that postsecondary education’s 
current state of knowledge about the effectiveness of a college education, as measured by knowledge 
of student learning in higher education, is limited. This lack of evidence of specific learning 
outcomes hampers informed decision making by institutions, by students and their families, and 
by the future employers of college graduates. In COE I, we proposed that a comprehensive national 
system for determining the nature and the extent of college learning could be developed, focusing  
on four salient dimensions of student learning:

• Workplace readiness and general skills

• Domain-specific knowledge and skills

• Soft skills, such as teamwork, communication, and creativity

• Student engagement with learning 

A Culture of Evidence II: Critical Features of Assessments for Postsecondary Student Learning
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We recommended that to understand the value that a college education adds to student learning, 
three measures must be addressed: Student input measures (What were student competencies before 
college?); student output measures (What were their competencies after college?); and a measure of 
change between the skills and knowledge students brought to higher education and the skills and 
knowledge they possessed at various points in their higher education careers (e.g., at the completion 
of the first year, the completion of general education requirements, or attainment of an associate or 
bachelor’s degree). 

The COE I report also addressed issues of fair and valid testing and outlined the characteristics 
that a comprehensive system of assessment of student learning might possess. The characteristics 
mentioned in COE I included:

• Regular (preferably annual) data collection with common instruments 

•  Sampling of students within an institution, rather than testing all students,  
with an option for institutions to test more

•  Using instruments that can be used in pre- and post-test mode, and that have  
sufficient forms available for repeated use over time 

• Using a variety of assessment formats, not limited to multiple-choice

•  Identifying appropriate comparison or “peer groups” against which to  
measure institutional progress

In some ways, COE I represented a high-level view of what is needed to begin to build a national 
approach to assessing student learning outcomes. In the present report, we have attempted to bring 
some further precision to the overall picture. This is needed in order to make significant progress  
in addressing the regrettable dearth of widespread information on learning in higher education. 

To foreshadow the present report and COE III, our aim is to make more widely available 
information regarding the “state of the art” in assessing student learning. As we move from 
discussions of student learning at the broad policy level and begin to address them at “ground level,” 
i.e., on campuses across the country, we will need to have a fuller understanding of issues such as 
which assessment tools are currently available, and what conclusions can and cannot be drawn 
based on the results obtained with these tools.

Since the initial COE report was issued, a number of significant events have helped to further 
shape the national debate. First and foremost, the Spellings Commission released its much-awaited 
final report, A Test of Leadership: Charting the Future of U.S. Higher Education (U.S. Department of 
Education, 2006). Although there have been several other influential efforts to address key issues in 
U.S. Higher Education (e.g., the National Commission on Accountability in Higher Education led by 
State Higher Education Executive Officers [SHEEO], with support from the Ford Foundation), none 
have had quite the impact that the Spellings Commission has had. 

Second, in response to the work of the Spellings Commission, several leading postsecondary 
organizations have taken steps to respond to the Commission’s charge to “measure and report 
meaningful student learning outcomes” (U.S. Department of Education, 2006, p. 23). NASULGC  
and AASCU, with support of the Lumina Foundation for Education, are developing a Voluntary 
System of Accountability (VSA). Their goal is to develop a system of accountability that will facilitate 
comparisons of learning outcomes among institutions of higher education. Additionally, SHEEO is 
engaged with helping the states develop strategies for assessing student learning.

A Culture of Evidence II: Critical Features of Assessments for Postsecondary Student Learning
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Overview of COE II and III 

These two reports will in some ways address very similar issues; what differentiates them is the 
focus, or level, of critical review. In this section we will briefly outline the intended purpose and 
target audience for each of these reports. 

Target Audience and Goals for COE II

The Spellings Commission identified a broad group of interested parties that need to be engaged 
in efforts to effect change. These parties included: colleges and universities, accrediting bodies and 
governing boards, state and federal policymakers, elementary and secondary schools, the business 
community, and students themselves. We acknowledge that, for the majority of individuals in these 
sectors of U.S. education, assessment is not the most salient part of their everyday work. Yet they 
recognize that assessment is at the heart of the educational enterprise and can serve as a tool to 
gauge what has been accomplished by institutions. Our goal in COE II is to provide user-friendly, 
high-level information on the current state of student learning assessments. 

At the end of COE I, we provided a table that listed various assessments that have been cited in 
policy reports as promising measures of student learning outcomes, as well as assessments that are 
currently being administered by a significant number of colleges and universities. We recommended 
that the next step would be to convene an expert panel to populate the table and to determine 
whether each assessment accurately and appropriately measured workforce readiness and general 
education skills, domain-specific knowledge, soft skills, or student engagement. 

In COE II, we are taking our work in this direction, with some additional refinements. Our aim is 
to provide to the nation’s 2,500 four-year and 1,600 two-year postsecondary institutions, as well as 
to the many other stakeholders in U.S. higher education, information that will enable them to begin 
a critical review of the suitability of currently available assessments for their own purposes. In this 
report, we aim to address three issues:

1.  What assessments are currently available for purchase in the four previously-identified  
domains of student learning? 

2.  What information is available to compare the different assessments on critical issues such as  
format, cost, etc.? How should these factors help guide selection of appropriate assessments?

3.  What are the assessments that have served as proxies for student learning outcomes in the  
extant research that have not been validated for use as student learning outcome measures?

To summarize, then, the goals of the current report are to bring together, in a coherent and 
consistent framework, and employing consistent language, a guide to the most prevalent 
assessments of student learning. COE II is aimed at institutional leaders, legislators, Boards of 
Trustees, and other groups that, although interested in issues surrounding the assessment of student 
learning outcomes, will not be focused on the more technical aspects of the assessment tools.

Our hope is that this information will supplement existing efforts to measure and evaluate student 
learning outcomes through institutionally-based assessment. Such efforts by institutions and the 
six regional accrediting organizations (Middle States Association of Colleges and Schools, New 
England Association of Schools and Colleges, North Central Association of Colleges and Schools, 
Northwest Commission on Colleges and Universities, Southern Association of Colleges and Schools, 
and Western Association of Schools and Colleges) have been successful in documenting evidence of 
eligibility for accreditation and in tracking student progress over time within institutions. 

A Culture of Evidence II: Critical Features of Assessments for Postsecondary Student Learning
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Incorporating standardized assessments into the framework for evaluating student learning 
outcomes adds a valuable dimension of comparability to the picture, however.  For example, 
although institutions articulating student learning objectives and outcomes may develop high-
quality local assessments to evaluate their own programs and students, only standardized 
assessments can tell institutions how the success of their programs and students compares to that of 
similar institutions regionally or nationwide.  This information can guide curriculum development 
and instructional planning as institutions look ahead to where they would like their programs and 
students to be relative to those of their peer institutions. 

Target Audience and Goals for COE III

In COE I, we discussed the importance and characteristics of fair, useful, and valid assessments. 
A consideration of test fairness and validity is critical when selecting an assessment. The third 
report in the A Culture of Evidence series, to be published later this year, will take a closer look at 
test effectiveness and validity. COE III will expand on the present work to delve more deeply into 
important conceptual issues regarding the value of assessing student learning outcomes, again with 
the overarching goal of providing a common set of evaluation criteria that will serve the  
higher education community. The audience for COE III will be institutional assessment experts 
and those charged with implementing processes and strategies for assessing and improving student 
learning outcomes.

Validity and reliability are essential technical characteristics of an assessment that merit a brief 
introduction here. Validity refers to the degree to which evidence supports the interpretation of test 
scores. Reliability refers to the consistency with which an assessment measures the construct(s) 
that it purports to measure. A test that is reliable is not always valid — that is, a test that measures 
something consistently may not necessarily be measuring the construct of interest. 

Validity is the most fundamental consideration in assuring the quality of any assessment. In their 
simplest form, the essential validity questions are: 1) How much of what you want to measure 
is actually being measured? 2) How much of what you did not intend to measure is actually 
being measured? and 3) What evidence do you have to support your answers to the previous 
two questions? (Dwyer, Millett, & Payne, 2006, p. 11). This view underscores the importance of 
examining tests within their total context. The validity of an assessment cannot be represented 
by a simple correlation coefficient; rather, determining validity requires a judgment about what 
inferences can be drawn from test data, including the intended or unintended consequences of using 
the test. 

Regarding reliability, the assessments reviewed here have taken a very wide variety of approaches  
to reporting reliability. Approaches include measures of a test’s internal consistency, measures 
based on a test/retest design, correlations between tasks, and correlations between scores given by 
different readers. Most of the data that we reviewed seemed strong; with a few exceptions, the values 
might seem impressive. But the more important consideration for potential users is whether the 
data provided are really addressing their concerns about an assessment’s suitability for their student 
population and assessment needs. Issues of validity and reliability, as well as other important 
conceptual issues, will be treated in greater length in COE III.  The third COE report will provide a 
conceptual framework and heuristics that can be used when implementing any program of assessing 
student learning outcomes.  These heuristics are not offered as a simple checklist, but rather as  
a set of theoretical bases for evaluating the strength and efficacy of inferences about student  
learning outcomes.

A Culture of Evidence II: Critical Features of Assessments for Postsecondary Student Learning
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Selection of Assessments for This Guide 
As noted above, many assessment instruments have been discussed for possible use in postsecondary 
accountability applications. Not all of these instruments will ultimately be found to be appropriate 
for such uses, based on closer examination of their design and technical qualities. 

The assessments selected for inclusion in this report were chosen after considerable analysis by 
the authors, and in close consultation with the Culture of Evidence advisory panel, as well as others 
involved in decision making about postsecondary education and assessment policy and practice.  
The assessments discussed here are by no means an exhaustive set, but rather include only those 
that were judged to be the most likely to be useful now or in the immediate future. This is thus  
a very selective review, including only those assessments judged to be most salient to current  
policy concerns.

Using the classifications that we proposed in COE I, we included assessments of general education 
skills and workplace readiness, domain-specific skills, and student engagement. For the purposes of 
this document, general education skills and workplace readiness encompass cognitive skills, such 
as critical thinking and mathematical reasoning, that are widely valued and applicable to most 
academic and professional endeavors. Domain-specific skills represent in-depth knowledge and 
skill in a particular subject area. Student engagement describes institutional practices and student 
behaviors that have been linked to student learning in the empirical research literature.

Although measures of these cognitive outcomes of higher education have been well-defined and 
extensively developed, the assessment of “soft skills” is still relatively new territory in educational 
testing and accountability. We were able to identify only one major assessment of soft skills 
that was currently commercially available for measuring student outcomes, ACT’s WorkKeys® 
assessment in Teamwork. Several other soft skills assessments are under development, however: (a) 
Educational Testing Service’s ReadyEdge™ assessments and learning tools, which includes self-report 
and situational judgment tests of community college students’ behaviors and attitudes; (b) ACT’s 
WorkKeys Personal Skills assessments, which measure job candidates’ performance, talent, and fit 
for various positions; and (c) the Canadian Foreign Service Institute’s (CFSI) Situational Judgment 
Test of Intercultural Effectiveness, a forthcoming component of the International Personnel 
Assessment (iPASS) tool. ReadyEdge assessments and learning tools, will be available in fall 2007; the 
WorkKeys Personal Skills assessments are scheduled to debut in spring 2007; and CFSI’s Situational 
Judgment Test will continue piloting and development until winter 2007-2008. 

These new tools will provide important new means of assessing an important aspect of the so-called 
noncognitive skills. However, because these measures are not currently available for purchase, they 
are not included in the present report. We have included only assessments for which the initial 
development is complete, that are published, and that are offered today for sale or use at either two-
year or four-year colleges. In addition, we included only those assessments that have been explicitly 
and publicly proposed by their publishers for use in higher-education accountability applications 
and that have been used by a sufficient number of institutions to provide a sound basis for 
evaluating the technical characteristics of the test and for making appropriate score comparisons. 
This latter characteristic is important because one of the issues that has attracted considerable 
attention in the recent discussions of student learning outcomes is the importance of having a large 
enough number of users of the assessments to enable comparisons with other institutions. 

ACT® and WorkKeys® are registered trademarks of ACT, Inc., in the U.S.A. and other countries.
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The intended use of the assessment tool was another of our selection criteria. Some very well-
known, technically sound, and widely-used instruments are not included in this guide because they 
were not designed for, or validated for, use as a measure of student learning outcomes. For example, 
neither the Graduate Record Examinations® (GRE®) General test nor the GRE Subject tests have 
been validated for the assessment of student learning outcomes, despite having occasionally been 
mentioned as possible tools for assessing student learning. As a consequence of the lack of validation 
data to support their use in assessing student learning outcomes, we do not include the GRE 
measures in this report, even though these measures do provide valuable information regarding 
students’ knowledge, skills, and abilities. Similarly, insofar as we can determine, the publishers of 
the Law School Admissions Test (LSAT®), the Graduate Management Admissions Test® (GMAT®), 
the Medical College Admission Test® (MCAT®), and the SAT® tests have not conducted validation 
research that indicates that these admissions tests are appropriate for use as measures of student 
learning outcomes for postsecondary accountability purposes. The publishers of these tests also  
have not explicitly proposed their tests for such use.

Coverage of assessments for professional licensing or specific academic disciplines were also  
judged to be beyond the scope of this guide, although many institutions might benefit from a  
careful consideration of whether a set of specific discipline-based assessments might meet some  
of their institutional accountability needs. It is unfortunately the case, however, that many academic 
discipline associations have not yet articulated postsecondary student learning outcomes for  
their area of study; thus, this logical touchstone remains unavailable to postsecondary educators.  
There are also aspects of professional licensing assessments that currently limit their utility  
for higher education accountability purposes (e.g., the timing of assessments and the nature  
of institutional reports).

Information Provided About Each Assessment

Based on the criteria described above, we selected 12 assessments for this guide (see Table 1). 
Tables 2 through 13 provide a concise summary of key features of each of the assessments in a 
standard format. We have attempted, to the extent possible, to provide information directly from 
the assessments’ publishers. All of the information in these tables was gathered from (a) the website 
of the assessment publisher, (b) personal communication with publishers’ representatives, or (c) 
published reviews of the assessments (e.g., National Center for Education Statistics, 2000) that were 
subsequently evaluated by publishers’ representatives. In all cases, the publishers’ interpretations of 
their data prevailed.

Tables 2 through 13 include basic identifiers and descriptions of each assessment’s purpose and uses,  
as well as the following information:

•  Intended population. The type of institution that students attend (technical, community, or 
four-year college) and the academic level of students who take the assessments (freshman, 
sophomore, upperclassman, or graduating senior).

•  Items and forms. What is the format of the questions or tasks? Are the questions or tasks in the 
form of Likert scales, multiple choice, essays, or other types of responses actively constructed  
by the student? Does the assessment provide more than one version, either as alternate  
intact forms, or through the use of an item bank? In what format is the test available (e.g.,  
paper- or web-based)? Are there provisions for including locally-developed items, as well as  
those provided by the publisher?

GRADUATE MANAGEMENT ADMISSIONS TESTS and GMAT are registered trademarks of the Graduate Management Admission Council.  
LSAT is a registered trademark of the Law School Admission Council, Inc. MEDICAL COLLEGE ADMISSIONS TEST and MCAT are registered  
trademarks of the Association of American Medical Colleges. SAT is a registered trademark of the College Board.
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•  Level of results. Does the assessment yield information about individual students, cohorts or  
subgroups of students, or only about the institution (or program) as a whole?

•  Scores yielded. Is the assessment conceived as a measure of student performance relative to a 
specific performance criterion (criterion-referenced); or is there information that would allow a 
user to compare students over time, between groups, or across institutions (norm-referenced)? 

•  Comparative data availability. Are there national comparative data available? Is there an option  
for the institution to select specific institutions for more targeted comparisons?

•  Cost. There are many different models for how assessments are priced. We report pricing  
information as provided by the assessments’ publishers.

•  Testing sample. Does the assessment design require all students to take the assessment, or can  
students be sampled? 

•  Pre-and post-testing. If the assessment can appropriately be used for pre- and post-testing, what 
research designs can be used? 

•  Time required. How much time is needed or recommended for a student to complete the 
assessment at a pace sufficient to allow him or her to demonstrate learning in a valid manner?

•  Annual volume or institutional data pool of test takers. Some publishers report the number of 
institutions that completed the assessment on an annual basis; others report the cumulative 
number of institutions that have utilized the assessment (in some cases over several years), and 
are therefore available for comparative purposes. These two measures provide information about 
how widely used the assessment is, and also about how many institutions are represented in the 
comparative pool. It is not necessarily the case that one method of using comparative data is 
intrinsically superior to the other. Data reported on an annual basis are by definition “fresher” 
than cumulative data, but cumulative data provide a larger base of comparison, which could be 
equally valid depending on the time frame covered by the data set, and the changes in student 
populations and institutional usage that may have occurred since data collection began.

To facilitate comparison across appropriate assessment tools, we have also summarized the major 
areas constituting each of the 12 assessments (see Table 14). The assessments are grouped by their 
four salient dimensions of student learning.

Conclusion 
We hope that the information presented in this report will prove useful as the higher education 
community considers various approaches for measuring student learning in light of the 
accountability movement. Returning to the three questions posed to guide the development  
of this report:

1.  We have identified 12 of the most prevalent assessments of postsecondary student learning that are 
currently commercially available. 

2.  We have provided information for each of the 12 assessments that delineates critical features, such 
as intended population, format, scoring paradigm, and comparative data.  Our aim in providing this 
information is to enable postsecondary institutions to begin a critical review of which assessments 
possess those features that will best serve their unique accountability needs. 

3.  We also have touched on other tests that have served as proxies for student learning but have not been 
validated for use as higher education outcome measures, as well as a few assessments of noncognitive 
student outcomes that are currently in the late stages of test development.
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We encourage readers to keep in mind as they consider the utility of the assessments reviewed here, as well 
as other assessment options, that the appropriate place to start a discussion about assessing student learning 
is — surprisingly to some — not with the selection of an assessment tool. Rather, the best place to start is by 
asking questions such these:

• What kinds of statements would we like to be able to make about students’ learning?

•  What evidence of student learning do we already have (e.g., portfolios), and what conclusions  
can be drawn from these data?

•  What inferences about student learning can we draw from existing evidence, and how can we  
support and supplement these inferences with data from new assessments?

Although accountability to the higher education community and, ultimately, to the students and 
their families that comprise the “interested public” is an important consideration for every two- and 
four-year college and university, selecting the assessment best suited for accountability purposes 
must also be done in accordance with the specific student outcomes for which schools are being 
held accountable. For example, colleges and universities that focus on liberal arts education may 
be more interested in measures of general education skills and workforce readiness than in subject-
area knowledge and skills; those that pride themselves on particularly intense discipline-specific 
preparation may emphasize measures of subject-area knowledge and skills in their accountability 
programs. Additionally, some institutions, such as community colleges, which respond to 
community needs for advanced educational opportunities for non-traditional students, may opt for 
assessments that will provide information about changes in student knowledge and skills over time 
rather than absolute achievement compared with other institutions. 

Although our review has been limited to commercially-available measures of higher education 
outcomes for which comparative data have been compiled, we do not espouse the view that these 
assessments should be the sole measure of the value that an institution adds to its students.  
As institutions of higher education, colleges and universities must address academic outcomes  
in an accountability program; however, qualities such as satisfaction, ethical values, civic 
engagement and/or citizenship preparation, or many other areas not covered in this report,  
may also be outcomes that institutions seek to foster in their students. In such cases, institutions 
may wish to evaluate these outcomes as well, in order to develop a well-rounded picture of their 
students and graduates.

In this report, we have provided information at the “30,000-foot level.” We hope that institutions 
that are evaluating their programs for assessing student learning outcomes, as well as institutions 
that are just beginning to put comprehensive systems in place, will find this report a useful starting 
point for their conversations.  Any institution, policymaker, or legislator considering inaugurating 
a program of accountability should consider the critical features of the assessments described in 
Tables 2 through 13 in light of articulated student learning outcomes. Each college or university’s 
unique student learning goals, institutional mission, and student composition, as well as external 
accountability requirements, will necessarily influence choices concerning the assessment features 
most critical to ensuring the success of their accountability efforts. The next report in the COE series 
delves more deeply into these and other issues as we construct a conceptual framework and set of 
heuristics that institutions can use to structure their assessments of student learning.
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